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chopMyBaTH TEBHI HANpSAMHU PO3BHUTKY INPHEMCTB Taly3i SK BaKJIHMBOTO
YMHHHKA {HTETpallii HaIroi Aep>kaBy y CBITOBHI €KOHOMIYHHIA TIPOCTIp.

Ha mamy nymky, ¢opMyBaHHS MOTYXKHOTO CTPATEridHOTO ITOTEHIaITy
PO3BUTKY IIANPUEMCTB BOJHOTO TPAHCHOPTY Ta IX BHCOKOTO piBHA
KOHKYPEHTOCIIPOMO>KHOCTI Ha PHHKY TPAaHCIIOPTHUX IOCIYT MOJXIIMBE 4Yepes3
3a0e3neueHHs] aKTUBHOI CTPaTeriuHOl B3aEMO/IIT TOCIIOIapIOI0UnX Cy0 €KTIB.
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PARALLEL AND MULTITHREADED PROGRAMMING

Most programs are written for sequential execution. However, to achieve
higher performance, multiprocessor computing systems are being created.

Unlike sequential computing programming, the conceptual basis of which
is the concept of an algorithm implemented in steps strictly sequentially in
time, in parallel programming, the program generates a set of parallel
processes of information processing that are completely independent or
related in a static or dynamic space or time -consequent relations.

Computational concurrency acts in various specific forms, depending on
the programming stage, the complexity of the parallel fragments and the
nature of the relationships between them.

In texts describing tasks and programs, it is possible to distinguish the
levels of complexity of fragments for which the task of parallelization, ie.
expressions over structural data (vectors, matrices, trees, etc.) that are written
in algorithmic languages by loop operators; subtasks and subroutines;
independent tasks and programs in multiprocessor systems.

The processes are parallel if they are executed simultaneously. Parallel
processes can work completely independently of one another, or they can
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periodically synchronize and interact. The main difficulty in designing
parallel programs is to ensure the correct sequence of interactions between
different computational processes, as well as to coordinate the resources
shared between the processes.
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Figure 1. Parallel execution of the program
Source: [3]

Parallel programming is used to create programs that efficiently use
computing resources by executing code on multiple computing nodes
simultaneously.

Imagine the following picture: several cars go from Kiev to Lviv. Cars can
fight for road space or go in the convoy, or overtake each other (getting into
an accident). They can also drive on parallel lanes of the road and arrive
almost simultaneously without crossing the road. Possible when all the cars go
different routes and different roads. This picture demonstrates the essence of
parallel computing: there are several tasks that need to be accomplished
(machine driven). You can run them one by one on a single processor (road),
in parallel on multiple processors (lanes) or on distributed processors
(separate roads). However, tasks need to be synchronized to avoid collisions
or delays at stop signs and traffic lights.

In addition to parallel programming, there is also a multi-threaded.

The thread specifically refers to the simultaneous execution of more than
one series of instructions.

Thread is the programming of several parallel threads of execution. These
threads can run on a single processor. Or there may be multiple threads
running on multiple processor cores. The thread allows one processor to
create multiple parallel threads. Each thread executes its own sequence of
instructions. They all have access to the same shared memory space and
communicate with each other as needed. Flows can be carefully managed to
optimize performance.
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Figure 2. Multithreaded program execution

Source: [3]
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This implementation of the program is beneficial when there are several
tasks that can (at least partially) work simultaneously. The code of a properly
written multi-threaded application looks simple because each thread performs
its specific task.

On the other hand, multi-threaded applications are harder to write and
debug. You will need to synchronize a lot of access to shared resources to
avoid unpredictable results, as well as coordinate the execution of
interdependent code to ensure the correct sequence of events.

And one last note: on a single-processor computer, multithreaded
applications run faster than single-threaded ones. Speed only increases on a
multiprocessor computer with a multiprocessor operating system.

So what's the difference between multithreading and concurrent
programming? In the 21st century, most computers have multiple processor
cores. This means that we can perform different tasks with different
processors independently. Some problems are easy to make parallel, while
others are completely consistent. For example, numerical methods are
completely consistent: all steps depend on the previous steps.

So this is the main difference between multithreading and concurrent
computing. No matter how many threads we use, if we only have one
processor, then we need to use time quantization to service all threads. On the
other hand, with multiple kernels, we can perform calculations
simultaneously.
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