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PARALLEL GENETICS ALGORITHMS IN DATA CLUSTERING METHODS

Inoiatov R.Kh., Zhan Zhonglin
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This article discusses the method of data clustering using parallel genetic algorithms. Selection of the optimal
clustering result is based on a comparative analysis of several populations. The modified algorithm of clustering
of «nearest neighbors» is taken as the basis of the proposed method. This choice provides an increase in the
speed of selection of solutions, and also simplifies the structure of the chromosome in the genetic algorithm. Also
for this method, it is not necessary to specify the initial number of clusters, which is an additional advantage.
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ntroduction. Clustering (or cluster analysis)

is the task of splitting a set of objects into
groups, called clusters, in such a way that objects
in the same group (cluster) are more similar (for
some attribute or criteria) to each other than to
objects in other groups (clusters) [1]. At the same
time, no preliminary assumptions about their
structure are usually made.

Clustering is used at the initial stages of the
study, when knowledge about data is small. If
clusters are already found, it is possible to use oth-
er Data Mining methods to try establishing reasons
for clustering or use clusters for classification and
recognition. Most clustering methods are based on
the analysis of the matrix of similarity measure
(distance, conjugacy, correlation, etc.). If the crite-
ria or metric is represented by distance, then the
cluster is the group of points Q such that the mean
square of the intra-group distance to the center of
the group is less than the mean square distance
s? (variance) to the common center in the initial
set of objects N.

d2 <s?, (1)

1 1
where dj = ﬁxé(xi —x) Xy = W%xi : (2)
The task of clustering has two problems: deter-
mining the optimal number of clusters and obtain-
ing their centers and boundaries. The initial data
for the task of clustering is the values of the pa-
rameters (attributes) of the research objects. Usu-
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ally, determining the optimal number of clusters
is the main researcher’s task. As about boundaries
of clusters, their definition can be automated by
using various methods and algorithms.

To solve the problem of clustering by statistical
methods, it is necessary to have conditional multi-
dimensional density distributions of characteristics
for each class. Then the task is to find a way of
making the optimal decision about the belonging
of the verified object to a particular class. Classical
statistical methods not always can give an optimal
clustering solution. And obtaining analytical model
of conditional multidimensional distribution den-
sities of the predicted parameter and attributes is
a laborious process. It can be done by a separate
independent task for each class of objects and for
certain conditions for solving this task. But in real
tasks it is not always possible to implement clas-
sical statistical methods [1]. For real tasks, even
knowing the set of informative attributes (iden-
tification of which is a very laborious task), mul-
tidimensional conditional density distributions of
attributes are not always available for study.

For solving clustering problems, it makes sense
to use methods based on heuristic algorithms [2].
The concept of «heuristic algorithm» is that in this
case the clustering algorithm does not strictly fol-
low the theory, but is mostly based on the intuition
and experience of the researcher. Such methods
can give satisfactory results with limited initial in-
formation about the probabilistic characteristics of
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the attributes and the predicted parameter. So, for
using these methods for clustering, it is enough to
have a set of attributes strongly correlated with
the predicted parameter, and it is not necessary to
know their conditional distribution densities.

Clustering methods based on the use of heuris-
tic algorithms do not always lead to optimal solu-
tions. However, in order to use them in practice, it
is enough that the clustering error does not exceed
the permissible value, and this can be achieved,
for example, by selecting more informative attrib-
utes, using appropriate methods to improve the
clustering.

A clustering method based on parallel genetic
algorithm. Clustering can be considered as the task
of constructing an optimal partitioning of objects
into groups. In this case, the optimality can be de-
fined as the requirement to maximize the density
of clusters or to minimize the mean square distance
between the cluster center and all its objects:

k
F=32d(X,X) (3)
I=1ieS,

Where [ — is the cluster number (I = 1,2,..,k);
X, — is the center of the I-th cluster; X, — a vector
of values of variables for the i-th object, inclu-
ded in the I-th cluster; d(X,,X,) — is the distance
between the i-th object and the center of the I-th
cluster.

To solve the optimization problem, we have
to choose the appropriate method. In this task,
the objective function (3) is multimodal (multiex-
tremal), therefore it is preferable to choose the
adaptive method of random search, which is the
genetic algorithm (GA) [3].

The genetic algorithm is a heuristic search al-
gorithm used to solve optimization and modeling
problems by sequential selection, combination and
variation of the desired parameters using mecha-
nisms that resemble biological evolution.

The general scheme of GA in the context of the
clustering problem is as follows:

1. In the beginning, there are randomly gener-
ated individuals and obtain a quality estimate for
each solution, for example, by criterion.

2. According to their qualities individuals are
chosen for creation of a new generation using evo-
lutionary operators:

After choosing randomly a pair of individuals,
crossover executes an exchange of the informa-
tion within the pair with some probability. Cre-
ates a new solution based on recombination of
existing ones.

Mutation is an operator for a slight change of
one individual/several individuals in the population.
It is random, so it is against staying in the local min-
imum. Creates a new solution based on a random
slight change in one of the existing solutions.

Selection identifies the fittest individuals. The
higher the fitness, the bigger the probability to
become a parent in the next generation. Opera-
tor of choice ancestors, where is more prefer good
solutions.

3. Repeat step 2 until an acceptable (optimal)
result is obtained.

The main advantage of GAs within this task
is that they have higher probability to find a best
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global solution. Crossover and mutation operators
make it possible to obtain solutions that are differ-
ent to the original ones — this way a global search
is performed. Most popular clustering algorithms
choose the initial solution, which then changes in
the process of task solving.

The disadvantages of the classical GA are pro-
pensity to stagnate and effective work with tasks
of small dimension.

The stagnation of the genetic algorithm is
a state of the algorithm in which for a large num-
ber of generations there has been no change to
best of fitness function of the population, but the
current solution is very different from the glob-
al minimum. Adaptive genetic algorithm excludes
periods of stagnation or reduces their duration to
a minimum due to an increase diversity of the
population.

Both of these disadvantages of the classical
GA can be overcome by using parallel GA (PGA)
[4, 5]. In PGA, there is always a selection-crosso-
ver-mutation cycle as in GA. A deme is one sep-
arated population (subpopulation) in many deme
populations. Migration means an exchange rate of
individuals between the demes. The exchange of
genetic information between deme creates good
conditions for providing variability. The algorithm
more often finds a global optimum or number of
calculations of the objective function is less than in
the classical GA.

Since each individual in each deme is a solution
of the clustering task, it is necessary to select the
basic method of clustering and the structure of the
chromosome, so that it will become possible to re-
duce the complexity of the algorithm for checking
each individual for suitability by objective func-
tion [6]. For selection, two clustering methods were
considered: the k-means algorithm and the modi-
fied nearest neighbor algorithm.

The k-means algorithm. The k-means clustering
algorithm aims to partition n objects into k clusters
in which each object belongs to the cluster with
the nearest mean, algorithm constructs k clusters
located at possibly large distances from each oth-
er. The choice of the number k can be based on
the results of previous studies, theoretical consid-
erations or intuition. Advantages: simplicity, speed
of calculations, clarity of the algorithm. Disadvan-
tages: the algorithm is too sensitive to emissions
and noise, slow work on large databases, you must
know the number of clusters.

The second method, based on joining the next
point to the cluster in case if the distance between
the new point and the previous point is less than
a given threshold limit value. For each axis of at-
tributes space, the following steps are performed:

1. Normalization of attributes space.

2. The density of the points location is calculat-
ed for each coordinate space of attributes.

3. The average distance 7, between two neigh-
bor points is calculated on the selected coordinate
axis, where 7 is the axis number:

1 n
- 54,
= 2 )

Where d, = (x, - x,;); t — is the ordinal number

of a point on the 7 axis as the coordinate value in-
creases, t = 1...n.
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4. The degree of non-uniformity of distributions
on each i-th axis (density dispersion) is calculated:
=23 (d ), 5)

ni=

5. The coordinate axes are ranked according to
the increase value of s’.

6. Using procedure for distributing points on
clusters for each i-th axis. We denote the clusters
D,, where j — is the cluster number, j = I..n.
Point x, is assigned to the cluster D,. After this it
is necessary to cycle n—1 following iterations:

6.1. Calculating distance d, =x, —x,_, between
the points x, and x, ,, (t = 2...n, since the point x,
is already in the cluster D,).

6.2.If d <a;r, (, is the coefficient determining
the cluster density threshold), then the point x,
belongs to the same cluster D; as the point x,,
, otherwise the cluster D; is complete. The com-
position of this cluster is fixed, and the point X,
becomes the first point in the new cluster D,,,, ¢
increases by 1.

Then we perform step 6 for the i+1 axis. In this
case, the points captured in the clusters defined on
the previous axis are processed sequentially. Each
of these clusters, after passing through step 6, can
be divided into a number of smaller clusters.

After performing step 6 for the coordinate
n, we get some number of the smallest clusters,
which will be the result of clustering. This result
and its estimation will depend on which values the
threshold coefficients o; taken.

Advantages of this method is that the prelimi-
nary specification of the number of clusters is not
required if it is not necessary, and the clusters do
not overlay.

The PGA strategy determined by the migration
model (topology), which represent how the genetic
information is exchanged between the demes [7].
Topology brings a new dimension to PGA, because
we have got several demes instead of one. Demes
exchange individuals among themselves and are
not anymore controlled «globally». These demes
evolve independently from each other over a peri-
od of time (called isolation period). After this, sev-
eral individuals will move between the demes (mi-
grate). The number of migrating individuals, the
method of breeding individuals for migration, and
the migration pattern determine how significant
the genetic diversity and the exchange of informa-
tion in the deme will be.

The choice of individuals for migration can be
done:

— randomly (individuals are selected by random);

— on the basis of the objective function (the
adapted individuals are chosen).

There is a wide variety of migration patterns of
individuals between demes. For example, migra-
tion can take place:

— between all demes (topology of the complete
graph);

— on the ring;

— between neighbor demes.

The remaining parameters of the algorithm —
the number of demes, the number of individuals
in the deme, the duration of the isolation period in
each deme, are the same for all demes.

The PGA algorithm includes the following
steps:

Step 1. Initialization of demes by random values
of individuals.

Step 2. The implementation in each deme a giv-
en number of epochs of evolution. Allocation of
population leaders. Copying coordinates of leaders
in a separate array.

Step 3. Analyzing leaders for identity. It is pos-
sible that in the group of leaders there are points
belonging to the same extremum.

To select such leaders, it is enough to compare
the values of the objective function by the con-

gy Ll L2 .
dition |f -f |£8, where ¢ is a small number.

The coordinates of the leaders are also compared.
If identical leaders are found, then one of them is
replaced by an individual with a random value.
Step 4. For each leader:
4.1. The boundaries of the search for the ex-
tremum value are defined:

ad=x;-A(b-a)/2 (6)

A(b-a)
2 “

Where a4 and b — new search boundaries;
a and b — initial search boundaries; x; — coordi-
nate of the found solution; A — size of the bound-
ary of the extremum.

4.2. Start a multi-stage mutation and leader test
cycle, to identify extreme values of the criterion in
a given narrow range of working coordinate val-
ues. As a result, new values of coordinates and
extremums are fixed in the leader array.

4.3. The array of leaders is sorted by ascending
value of the criterion.

4.4. The first in the list of leaders pretends to
replace the previous found value of the global ex-
tremum at this stage of the search.

Step 5. If the found solutions satisfied, the
search is completed, otherwise go to Step 2.

The results of computational experiments. To
compare the clustering results of the developed
method and the k-means method there were used
the mean square distance between the cluster
center and all its objects, the minimum distance
between clusters and the maximum intra-cluster
distance [8]. The compared algorithms used the
same metrics and the same objective function. For
comparison by these criteria, the following calcu-
lations are required:

Minimum distance between clusters:

D, :mlax(Zd;], Q

t,gel

b=x +

Where d, — is the distance between the points
«nearest neighbors» from clusters t and g.
Maximum intra-cluster distance:

D, = m[ax([;ld;j, 9)
Where d; — is the distance between the end
points of the cluster D,.
For the tests, typical classification task with
a dimension from 3 to 6 was chosen. An example
of a test task is the classification of schools by four
criteria: X1 — the number of buildings, X2 — the
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number of students in school, X3 — the number
of students with high records, X4 — the area of
buildings (Table 1).

The Euclidean metric was used to calculate the 8000
distances. The distances were standardized accord-
ing to the formula:

Where z

.- X, - X, 10) 4000
i standardized distance between the 0
1 2 3 4

i-th and j-th objects, k — number of the criteria.

12000
10000

6000

B proposed method

Table 1
Data for clustering Fig. 1. Averaged assessments of the quality
School number X1 X2 X3 X1 of clustering for test tasks

1 4 2048 102 4101 Conclusion. The advantage of PGA as a tool
2 1 962 48 1200 for solving the optimization problem is not only
3 v 3913 196 7171 in the increase speed of the global extremum
4 4 2664 133 4239 search process, but also in avoiding the stagna-
5 2 1702 85 2165 tion of the global search process. By using sever-
6 2 1630 82 2331 al demes, it becomes possible to decompose the
7 7 4039 202 7939 attribute space. As a base, a modified algorithm
8 5 3685 184 5957 for forming clusters from «nearest neighbors»

is used, which makes it possible to simplify the
J 2 1612 81 2237 structure of the chromosome and to increase the
10 3 1854 93 3395 speed of selection of the best solutions. The ad-
vantages of the proposed method on four crite-
50 6 3678 184 6408 ria are demonstrated on test tasks. An additional

advantage of the method is the guaranteed ab-
sence of overlay for all clusters and the absence
of the need to know the number of clusters for

The diagram (Figure 1) presents the average
estimates of the quality of clustering using the

k-means method and the proposed method. As algorithm.
it can be seen, for all four criteria the proposed
method has advantages. It should be added that Acknowledgment
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Inosaros P.X, Yskan U:kyHITiHB
JlaHBWKOYCBbKII TPAHCIOPTHUI YHIBEpPCUTET

MAPAJIEJBHI TEHETUYHI AJTOPUTMHI Y METOJAX KJACTEPU3AIIIL JAHUX

Amnorarisa

Y naHili cTaTTi pO3MIAZAETBCA METOoJ KJacTepus3allil JaHuX, peaJi3oBaHNMII Ha OCHOBI BUKOPMCTAHHSA Iapa-
JIeJIbHUX MeHEeTUYHUX aJIropuTMiB. Binbip onTumasbHOTO pel3yabTaTy KiacTepm3allii 3[i7iICHIOETbCA Ha OCHOBI
MIOPiBHAJIBHOTO aHaJi3y KIJIbKOX IOITyJIAIL. 3a OCHOBY S3aIIPOIOHOBAHOTO METOAY B3ATO MOIMU(IKOBaHMI
QJITOPUTM KJacTepuaanii «HanOmxunx cycigis». Jauuit Bubip 3abesneuye 30isbIIeHHA IIBUIKOCTI Binbopy
pillleHb, i COPOIIEHHA CTPYKTYPY XPOMOCOMM B M€HETMYHOMY aJroputmi. JlogaTKOBOIO IIepeBaror 3alrporio-
HOBAHOTO METOAY € BiICYTHICTb HEOOXIJTHOCTI IT0YaTKOBOTO BU3HAYEHHS KiJIBKOCTI KJiacTepis.

Karo4oBi ciaoBa: Kiacrep, Kaacrepusallisa, o0pobka maHux, napaJjesbsi 'A, 36ip gaHux.
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Nuosaros P.X, Ysxkan YKyHINHD
JIaHBYYKOYCKMII TPAHCIIOPTHBIV YHUBEPCUTET

IMAPAJIJIEJBHBIE TEHETUYECRKUE AJTOPUTMbBI B METOJAX
RIACTEPU3AINN JAHHBIX

AnHOTaUA

B naHHOI cTaThe paccMaTpMBaeTCAa METOJ KJIacTepu3alyy JaHHBIX, peasf30BaHHbIN Ha OCHOBE JICIIOJIb30Ba-
HUA NTapaJuIeJIbHbIX MeHeTUUEeCKUX aJropuTMoB. OTOOp ONTMMAJIBHOTO pel3yJabTaTa KJacTepu3alyn OCyIIecT-
BJIAETCA HAa OCHOBE CPAaBHUTEJIBHOTO aHAJM3a HECKOJIbKUX IMOIYJIALMI. 3a OCHOBY IIpeJjlaraeMoro MeToJa
B3AT MOAMMUIMPOBAHHLIN aJTOPUTM KJacTepudauuy «bupraimmx coceneit». JJauuniii BeIGop obecrednBaeT
yBeJIMYeHMe CKOPOCTM O0TOOpa PeIleHui, 1 yIPOIeHNe CTPYKTYPhl XPOMOCOMBI B T€HETUYECKOM aJITOPUTME.
JlOTIOJTHUTEJIbHBIM [IPEUMYIIIECTBOM IIPEJIaraeMoro MeTO 1A ABJIAETCA OTCYTCTBUE HEOOXOAMMOCTY M3HAYATb-
HOTO YKa3aHMA KOJIMYECTBa KJIACTEPOB.

KaoueBble cioBa: Kjacrep, KjlacTepusanud, o0paboTka JaHHLIX, HapaJsieiabuble ['A) cbop HaHHBIX.



