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The problem of construction and research of solutions’ multitude (if they are) or root-mean-square
approximations to them for the system of linear algebraic equations is set and solved. Obtained mathematical
results on pseudo-inversion of these classically known algebraic systems are spread on linear integral and
functionally transformed systems. The evalution of accuracy of the obtained in this paper pseudo-inversions’
analytical dependencies of these three practically important discrete and discretely-continuous transformers
is conducted. Conditions of uniquiness of pseudo-solutions, constructed in this way, are formulated. The form
of the considered problems’ solutions is quite simple and convenient for practical implementation.
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ntroduction. It is well known that functioning

of many classically known processes and
phenomena is described by mathematical models,
the dependence of output characteristics from
input ones is linear. Such models are constructed
without difficulties and are easier to be researched.
However, being mathematically correct in relation to
the physical and technical merits of specific processes
and phenomena, such models can’t be definitely
solved or do not have solutions at all. This means,
that to set and solve math problems by investigating
the status of this process (the phenomenon),
by classically known methods of analytic or
computational mathematics is impossible. Here you
need non-standard approaches to the solution of the
problem, especially in cases, when the formulations
of mathematical problems are practically oriented.

The given research is based on three classes
of transformers, which by linear mathematical
model combine discrete-continuous inputs-outputs
and are described by systems of linear algebraic,
integrated and functional equations. For each
of them for previously published [1; 2] authors’
scientific achievements will be constructed and
researched for accuracy and uniqueness sets of root-
mean-square approximations to the exact solution.
The peculiarities of the mentioned above approach
to pseudo-inverse approximation problems of these
three common mathematical models are their
simplicity in computer - practical implementation.

1. PSEUDO-INVERSIONS
OF LINEAR ALGEBRAIC SYSTEMS
1.1. Optimization definition of pseudo-inverse
matrix. Consider linear algebraic system
Cx =y, (1)
in which Ce RP™ and yeR? — are known matrix
and vector, and xeR™ is searched vector.

There are many approaches to solving system
(1), which may have a solution (one or multiple)
and may not have. In the study of system (1)
we will consider the proposed and developed

research methods in M. F. Kyrychenko’s works
[2; 3]. Thus, let’s construct and research solution of
system (1), if it exists. In the absence of the latter,
let’s construct the best root-mean-square (single
or multiple) approximation to it. Found in this way
x let’s call the general solution of system (1).

For construction of general solution of system
(1) we introduce for consideration matrix C7,
pseudo-inversion to C, such as

C'y =arg m(i)n"x"2 , (2)
where e )
Q, = Argmin|Cx -y (3)

Let’s research the properties of vector 0=C"y,
which we name later pseudo-solution of system (1).

For the beginning let’s consider, that matrix C*
exists and can be constructed singularly.

For this purpose define in matrix C r linearly
independent columns. Determine via C, = (c,..,c )
matrix, formed by these columns. Taking into
consideration the fact, that each column of matrix
C can be decomposed via vectors c,,..,c_as a basis,
matrix C is represented as follows:

C=(Ca:..:Ca,),

where a.eR - (i=1,m) - is vector of coefficients
of decomposition i-th column of matrix C for basis
¢,,-¢. Thus C = C.C,, where

172
C,o=(a ... i) (4)
Taking into account this, let’s construct solution
of problem (1)-(3) in two stages:
1) we solve the problem of finding vector ZeR’,
such as

e

2 =argmin|Cz -y’ (5)

2) we find the minimum according to the norm

of vector x, such as
C,x=2z. (6)
These problems have a single solution:
the first — as problem of decomposition of vector
yeRP according to the system of vectors c,,...c - (i=1,r);
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the second is that for system (6) rank of the major
matrix equals to the rank of expanded one.

When solving problem (5) let’s come from
the fact, that

Icz-yf =(Cz-y) (Cz-y) =
From here
grad, |Cz-y| =2C/Cz-2CTy =0;
z=(C/C)'Cly. (7

We get the solution to the second problem by
minimizing of Lagrange’s function

@ = |x|* + 27 (Cox - 2).

Z'ClCz-22"Cly+y"y.

Taking into consideration, that for
O=x"x+x"CiA-1"z
under
grad ® =2x+Ci1=0

x=—lC§/1,
2

from (6) we have:
C,CiA+2z=0.
From here
A=-2(C,Ci) "z,
and searched
x=Cl(C,ClH)' .
Taking into consideration (7), we get:

x=C"
where Y

C =G Ce)'ciayc (8)

is searched, according to (2), (3) pseudo-inverse
matrix.

1.2. The singular image of direct and pseudo-
inverse rectangular matrices. Let’s come from the
fact, that every orthogonal matrix C dimension
pxm we can apply as the product of two matrices
C, and C, dimensions pxr and rxm accordingly,
where r is the rank of matrix C. Consequently

Cie)
C=CC, =(cyiicy) |
Coe)
where ¢, - (i= =1r) - linearly independent

columns of matrix C and c, - (i=1,r) — rows of
matrix C,, defined in (4). Thls means, that

.
_ T
C= leciu)c(i)m. 9)
P

If vectors c,,, and ¢!, we factor out according
to the system of orthonormal vectors yeR? - (i=1,r)
and xTeR™ - (i=1,r) accordingly, then presentation

9) will look as: .
C=> yx/4.
i=1

To determine the properties of the system of
orthonormal vectors y, x, numbers /4, and their
connection with matrix C let’s consider expression
CCTySvSe{l,...,r}. Taking into consideration
orthonormalnist of vectors x, and y, we have:

C'y, = Zy,xlﬂley, Yo = Zyylﬂ,ys yAs . (11)

i=1

(10)
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Similarly we find, that

C'Cx, = 22x, Vsell,..,r}. (12)

This means that the system of vectors x, y,
and numbers 4 - (1=1,r) exists: vectors ax and y, are
proper vectors for matrices C*C and CC? with their
own values, which are equal to /2 Representation
of matrix C in the form of (10) is possible, though
practically it is difficult to construct.

Taking into consideration (10) of matrix C,
we construct a similar presentation for matrix C*.

According to (8), where

T

xl
=y A YA e
x;
we find:
x; =
=(x, : ... x) Pollg bt x| %
x;
-1
Uik Ui
([ [(Ay Ay, Col= (13)
yrrﬂ'r yfﬂ'r
A0 L 0)(ya)
:(xl X,) : ijyT/ll'
0..0 /7,;1 y;flr j=1

Singular representation of matrices C, C* in
the form of (10), (13) allows to prove, that

C+ — CT(CCT)+ — (CTC)+CT
The authenticity of the last representation

of matrix C* we check, coming from (10), (13).
Here we take into account

=D Y40 Gk =2 YU A
j=1 k=1 j=1

CTC =2 XYj A, 2 Yk = 2 XX A7
Jj=1 k=1 Jj=1
From here

crechy Z xy:

ey et = (Zx XTA2) Zxkym - Zx YAt =C

1.3. Projection properties of pseudo-lnversed
matrices. Presentation (10), (13) of matrices
C and C' allow in the range within the above
mentioned notations, write and illustrate some of
the properties of the pseudo-inversed matrices.
They are quite interesting in themselves and
we need them for construction of defined above
general solution of system (1).

To determine these properties we introduce for
consideration matrices CC*, C*C, Z(C") = I - ccH,
zZ(C)=1 - C'C

System of vectors y,, .., y, we supplement with
the system of orthonormal vectors y _, ., y,,
orthogonal to y,, .., y,.

Then

(Zykykﬂk) —nyT/l1 c';

2y =1,,
Jj=1
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CC =>yuy!;
=1

Z(c=1,-cc' = > yy'. (14)
J=r+l
If consider
CC'y=>yuyly (15)
j=1
and
(I,-CC'ly = > yyjy, (16)

J=r+1
where yeRP, then y]T y is nothing else, than
the projection of vector y on Yy but ¥4,y is the factor

of vector y according to the system of vectors Yps s Yy

If yeR’", this decomposition is clear. If dimension of

vector y is more than r, then presentation (15) will

be decomposition of y,, .., y , the projection of vector

y on linear shell L(C), stretched on vectors y,, .., ¥

and therefore, on vector-columns of matrix C.
That means

r

CC'y = Pr, o,y
With similar considerations, on the basis of (14),
we can show that

(I, -CC")y =Pr 5y
is the projection of vector y on orthogonal
complement L(C) to linear shell L(C), stretched on

vector-columns of matrix C.
For vector yeRP and (pxm) -

dimensional

matrix C, such that for orthonormal vectors
le, .., . which are basic for a vector of rows

¢/, -, ¢, of matrix C and for which run ratio
(11), (12), matrices C*C and Z(C) = I — C'C are
projection on a linear shell, stretched on a vector-
rows of matrix and orthogonal complement to
this shell correspondingly.

1.4. General solution of system of linear
algebraic equations. Projection properties of
matrices CC*, C*C, Z(C) and Z(CT) allow to
construct and research the general solution of
system of linear algebraic equations (1).

For the construction of the latter we come from
the fact, that according to the considered above,
the solution of equation (1), if it exists, is written
via pseudo-inverse of matrix C* by ratio

x = C'y.

In the general case

x=Chty + w,

where w is a random vector of dimension m,

such as
Cw=0

The latter means, that vector w must be an
orthogonal to vector of rows of matrix C, ie. w
must belong to the orthogonal compliment to
linear shell, stretched on vector-rows of matrix C,
and therefore

w=Z(Cpy YveR™,
and correspondingly
x=C'y+Z(Cp 17

This means, that in general case, if we take into
account that det(C'C) > 0 is the condition of non-
degeneracy of matrix C and

lzcy[ =y zicy =0
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is a condition of equality to zero of projection
vector y on orthogonal complement to linear shell,
stretched on vector-columns of matrix C, which
describes the condition under which vector y can
be spread according by vector-columns of matrix
C, ie. the condition, when equation (1) is exactly
solved, then it is possible to conclude, that solution
(17) of system (1) will be:

1) single and accurate, when

y'Z(Cy =0; (18)
det(C™C) > 0;
2) give a set of solutions under
y'zZ(C"y =0, (19)
det(CTC) = 0;
3) single pseudo-solution, such that
&= mxin"Cx -y =y"Z(C")y (20)

when
y'Z(Cy>0;
det(C”C) > 0;
4) give a set
. 2
Q, = Argmin[Cx - y|
of pseudo-solutions with inaccurate &, defined
by ratio (20),
when
y'Z(C"y >0;

det(C”C) = 0.

2. PSEUDO-INVERSIONS
OF LINEAR INTEGRAL SYSTEMS.

Let’s consider the question of constructing
a general solution of a linear integral system

T
_[A(t)x(t)dt =y
[0

under the known matrix function A(t)e RP™ -

(te[0,T]) and vector yeR?.
For construction of vector-function

(21)

2

x(t) = argmin }A(t)g(t)dt -y (22)
&) 0

let’s solve for the beginning the problem of
constructing values x(t) - (i=1,N) of this vector,
provided that t - (i=1,N) - points of the interval’s
[0,T] discretization. Under these conditions, system
(21) will be written in the form
N
ZA(ti)x(ti)AtN =Y, (23)
i=1
where At is a step of discretization of interval
[0,T]. The problem of finding values x(t)- (i=1,N)
comes to root-mean-square inversion of the system
o A0() =y, (24)
in which A(-), x(-) are matrix and vector functions
of discrete argument 7=1,N are such, that

A() = (A1), Alty )ALy,
X() = col(x(t,),.., x(ty )ALy,
A(i) = A(t Aty
X(i) = x(t, WAty .

(25)
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According to (17) solution of (24) is such, that
— _ 2 .
|40%0) -y — min,

will be _ _
x()= AT()P'y+0()- A"()P'p,, (26)
where
P=A()A"(),
p, = AWo()
when

U(-) = col(u(t,),...,U(ty )\ /Aty
and random o(t)e R™ - (t€[0,T]) and vector.
With regard to definition (25) of matrix and
vector functions A(-) and x(-) from (26) we find
x(t) = AT(t)P'y +u(t) - AT (t)P'p, (i=1N), (27)
where now
N
P =3 A(t)A"(t,)At,

i=1

=3 Al (e )AL, .

Solutions (26) and (27) will be accurate regarding

to (24) and (23), if (see. (18), (19))
¢ =y'y-y'PP'y=0. (28)
When ¢ > 0 ratios (26) and (27) will be
determined the best according to the root-mean-
square criterion of approximation to the solution.

According to (18), (21) these solutions will be
unique (v,(-) = 0, o(t) = 0), if

det AT()A() = det(|A" (£)A(t,)]:)N) > 0.,

i,j=1

(29)
With ratio (7), when N—oo we find vector-function
x(t)= A"(tPTy +v(t) - AT (P p,,  (30)

where at random integrated on [0,T] vector-
function v(t)eR™

P= 'TfA(t)AT(t)dt, p, = _T[A(t)v(t)dt.

This vector-function, according to (22) satisfies
(21). When this

2

=¢?

min ,
x(t)

}A(t)x(t)dt -y

and o(t) = 0, if
%imdet([AT(ti)A(tj)]i'j:N >0.

i,j=1
3. PSEUDO-INVERSION
OF LINEAR FUNCTIONAL SYSTEMS.
Let’s consider the question of construction of general
solution of a linear functional system of the form
B(t)x = y(t) - (¢t<[0,T1]) (31)
when matrix and vector functions B(t)e R”™and
y(t)e R? vte[0,T] are known.

For construction of vector
T

[(B(©)E - y(t)dt

0

2
X =arg rnfin - mﬁin (32)

let’s consider for the beginning the problem of
finding a set

Q, = {x eR™: ﬁ:"B(ti)x —yit) - mxin} , (33)

which is the set of solutions (or root-mean-
square approximations to them) for system (31),
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defined by points t - (i=1,N), selected on the interval
[0,T] with a step At,.

Let's consider from, that problem (33) is
equivalent to the problem of root-mean-square
system’s inversion

B()x = y(-), (34)
in which
B()=col(B(t),i =L, N)JAty,  (35)
g() = col(y(t,),i =1, N)JAty
matrix and vector functions of discrete

argument ¢ are such, that
B(l) = B(t; )\/AtN >
gli) = y(t;)yAty.
According to (17), solution of (34) is such, that
(37)

(36)

|BOx - g0 > min,
will be
x=P'B,+v-P'Pv (38)

at random veR™ (if det P> 0) and v=0 (if det P =0)
and
N
P= ET()E() = ZBT(ti)B(ti)Atm

By = BT()ZJ() = ZBT(ti Jy(t,)Aty.

Solution (38) will be accurate regarding to (34)
and (33), if (see. (18), (19))
¢?=y*’-B,P'B,=0 (39)
when

N
y2 = ZyT(ti)y(ti)AtN
=1

For the other conditions by ratio (37) is defined
the Dbest root-mean-square approximation to
solution (34) such, that

N
. 2 2
r)gé?;"B(ti)x—yi" =g,
Pointing N—w from the system (34) we return
to system (31), and from problem (37) to (32).
It is easy to see, that the solution of the latter in
this case is defined by ratio (38), in which now

P= .TfBT(t)B(t)dt, B, = .T[BT(t)y(t)dt. (40)

The accuracy and uniqueness of solution (38),
as before, will be defined by values & and det P,
written with consideration (40), when

v’ = [y (y(vat.

Conclusions. Consequently, set and
successfully resolved are complex mathematical
problems of pseudo-inversion of linearly
transformative systems with wvector inputs-
outputs. These which systems: 1) discretely
defined input signal turn into both static and

dynamic output; 2) dynamic vector input
integrate into static output.
Mathematical researches conducted in this

paper permit according to the known output
signal to renew input vector (vector-function), if
transformer’s structure allows doing it.
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Otherwise, root-mean-square approximation
to input signal restores. Obtained mathematical
results are quite universal and successfully solve
the problem of pseudo-inversion of considered
systems either in the case of transformer’s
uniqueness or in the case of its multiple-integrated

Regardless of the transformer’s structure and its
multiply-combining properties, in this paper’s rep-
resentation of pseudo-inversions sets are constructed,
considering each of transformers, which is accom-
plished by the convenient checking conditions of accu-
racy and uniqueness of the latter. It’s quite general and
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character. successfully used in engineering-constructive projects.
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Crosan B.A, Ilanamapuyr K.M.
KuiBcbrnit HamionasbaMi yHiBepcurter imeHi Tapaca IlleBuenka

ITPO HOBI MATEMATINYHI PE3YJbTATHI
110 JOCJIJMKEHHIO JIHIIHO NIEPETBOPIOIOYNX CUCTEM

Amnorarngis

CraBuThbCca Ta po3B’A3yeTbcA NpobiseMa IMOOYTOBM Ta IOCIIZPKEHHA MHOMKMHM PO3B'A3KIB (AKIO BOHU €),
abo ceperHBOKBAAPATUYHUX HAOJMIKEHb OO HUX MJA CUCTEM JiHiHMX ajrebpaiunmx piBHAHb. OTpmmani
MaTeMaTUYH] Pe3yJsIbTaTy 10 IICeBI00DepHEHHIO X KJIACUYHO BioMMx asrebpaidHmx cucTeM IOMMPIOIOTHCA
Ha JIHIHO iHTerpylodi Ta (QYHKI[IOHAJBHO II€PeTBOPIOIOYI CMCTeMM. BUMKOHaHA OIliHKA TOYHOCTI OTPMMAaHNUX
B PoOOTi aHAJITUYHMX 3aJIEKHOCTEN IICEBIOOOEpPHEHb HVIX TPbOX BAKIMBUX AJA INPAKTUKM INCKPETHUX
Ta AVICKPETHO-HEelNepepBHUX IepeTBoproBadiB. ChopMyboBaHI yMOBM OJHO3HAYHOCTI MOOYIOBAaHUX TaKUM
YMHOM IICEBJ0PO3B’A3KiB. Popma po3B’A3KY PO3NIAAYBAHUX 3aJad JOCUTH IPOCTA 1 3pydHA AJIA IPaKTUYIHOI
peaJtizarnii.

Karo4doBi cioBa: mncepjnoinBepcia, JiniiHi asrebpaiuni cucrtemmu, JiHiMHI iHTerpasibHi cucremm, JiiHiiHI
(PYHKITIOHAJIBHO IIePeTBOPIOIOYi CUCTEMM, CepeJHbOKBAaAPATIIHA alIPOKCHUMAIlid.

Crosan B.A, ITanamapuyk E.H.
KuneBckuit HanmoHabHBI yHUBepcuTeT uMeHn Tapaca IIleBueHko

0 HOBBIX MATEMATNNYECKRUX PE3YJbTATAX
110 VICCAEJTOBAHUIO JUHEITHO MMPEOBPA3YIOIINX CUCTEM

AnHOTaA

CraBurca u pemaercsa mpobJsieMa IOCTPOEHMA U MCCJIENOBAHNMA MHOMKECTB PeIeHNi (ecyM OHM eCTb), WA
CpeHEKBaAPaTUYIeCKUX NPUOMVKEHNI K HUM JJIA CUCTeM JMHEeNHBIX ajredpamdeckux ypaBHeHuit. Ilosy-
JeHHble MaTeMaTUUeCKNe pe3yJIbTaThl II0 IICEeBA000palleHNI0 9TUX KJIaCcCUUYeCK) M3BECTHBIX ajredpaniecKux
CHCTEM PAaCCIPOCTPAHAIOTHCA HA JIMHEHO MHTErpupymoimye ¥ (PYHKIMOHAJIBLHO IIpeodpa3yrolye CHCTEMBL
BrmosiHeHa OIfeHKA TOYHOCTM MOJIYYEHHBIX B poO0OTe aHAJIUTUYECKUX 3aBUCUMOCTEN IICeBN000PaIleHNiI DTIX
Tpex BaKHBIX IJIA IMPAaKTUKU AVCKPETHBIX U AVCKPeTHO-HellpePBIBHBIX IIpeobpasoBaTedteit. CpopmysmnpoBa-
HBI yCJIOBUA OJHO3HAYHOCTY ITIOCTPOEHHBIX TaKMM 00pas3oM IceBropemnreHnii. Popma pelleHnsa paccMaTpuBa-
eMBIX 3aJlad JJOCTATOYHO IIPOCTa M yIOOHA IJIA IMPaKTUIECKON peasn3aliin.

KuroueBble cioBa: IIceBAOMHBEPCUdA, JIMHelHble ajrebpaideckue cucTeMsl, JMHEHbIE MHTErPAJIbHBIE CHCTe-
MBI, JIMHEIHbIE (DYHKIMOHAJBHO ITpeodpasyolye CUCTEMBI, CpeqHEeKBapATNYeCKasd alllIPOKCUMAaIINA.
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