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ENGLISH LANGUAGE TESTING: PROBLEMS OF VALIDITY

Summary. This article describes test validity as the main characteristic of any test which enables to meas-
ure students’ knowledge and is related to the accurate representation of the educational information and the
interpretation of test scores. It is also stated about two major types of the test validity: content and construct
validity as basic characteristics of the representativeness of the test content and the accuracy of the test meas-
urement and final results. The article highlights items which show how to achieve the content and construct
validity of the test. It represents some test statistics elements which can help to identify if the test is valid or
not. Among them there are the percentage of average grade of all the marks, the median (middle) grade and
standard deviation. The article states five principle criteria of the test among which there are difficulty or
facility index of a test item, successfulness, random guess score, the intended weight and standard deviation.

Keywords: content and construct validity, facility index, random guess score, the intended weight, standard
deviation.
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TECTYBAHHA 3 AHIJIIMChKOI MOBU: IPOBJIEMU BAJIIJTHOCTI

Anoraunis. Ll craTTs ommCye JOCTOBIPHICTE TECTIB SK OCHOBHY XapPaKTEPUCTHKY 6ym> -SIKOT'O TECTY, IO JIa€ 3MO-
Ty BAMIDSATH 3HAHHS yYHIB, BUMIPATH, HACKLIPKH TOYHUM € IIOJAHHAM HaBYasIbHOI iH(popMalii Ta IHTepIpe-
TAIlls TeCTOBHUX OaJIiB. ¥ CTATTI 3a3HAYEHO TAKOXK JBA OCHOBHUX THIIM OOrPYHTOBAHOCTL TECTY: 3MICTOBA 1 KOH-
CTPYKTUBHA BAJIIIHICTH SIK OCHOBHI XaPAKTEPUCTUKHU PEIIPE3eHTATUBHOCT] TECTOBOTO 3MICTY 1 TOYHICTH TECTOBOTO
BUMIPIOBAHHS KIHIIEBUX Pe3yJIbTATIB. ¥ CTATTI BUCBITJIEHO ITUTAHHS, K1 ITOKA3YIOTh, IK JOCATTH 3MICTOBOI Ta
KOHCTPYKTHBHOI JIOCTOBIPHOCTI TecTy. BiH mpejcraBiisie Jesikl eJIEeMEHTH TeCTOBOI CTATHCTUKY, STK1 MOKYTH JI0-
IOMOITH BU3HAYNTH, YK € TecT miticHuM uu Hi. Cepeq HHX € BIICOTOK CepedHBLOl OIIHKK BCIX 0aJIiB, cepemHe
Ta cTaHIapTHE BIAXWUJIEHHS. Y CTATTI BUKJIAJEHO I'STh IPUHIIMIIOBUX KPUTEPIIB TeCTy, cepel AKUX € 1HJEeKC
CKJIAIHOCTI, YCITIITHICTD, 0aJI BUMAKOBOCTI, epenbadyBaHa Bara Ta CTaHJAapTHE BIAXWUJIEHHs. Y CTATI BUABJIE-
HO, IO TECT 3 BUCOKUM OOIPYHTOBAHHSIM €JIEMEHTIB Oy/ie TICHO IIOB'SI3aHHUN 3 Hepe;[6aquaHI/1M doxycom Tecty.
Jist GaraTpox ceprudIKaIifHIX TECTIB Iie 03HAYAE, 10 eIeMeHTH Oy/lyTh [0B'3aHi 3 IeBHOI IPOodOopieHTaIie0
CTy/IeHTIB. fIKINo TecT Mae HU3bKY JIOCTOBIPHICTE, BIH He BUMIPIOE BMICT, IIOB'A3aHUI 3 MallbyTHBOIO Ipodecieo
CTY/JEHTIB Ta OCHOBHUMU KOMITETEHITISIMHU, AK1 BOHYW OBUHHI MATH. Hmmo 1Ie TaK, TO HEMAa€ HiSIKOro OOIPYHTY-
BaHHS )11 BUKOPHCTAHHS TAKUX TECTIB TA pe3yJIbTaTlB BUIPOOyBaHb 34 IIpU3HAYEHHSIM. [cCHye KiJTbKa CII0co01iB
OITIHUTH JIIHCHICTD TECTY, 0 BKJIYAE OOIPYHTOBAHICTh KOHTEHTY, KOHCTPYKTHUBHY BaJITHICTD, TPAKTHYHICTD 1
LPOrHOCTHYHY BasigHicTh. JIs1s Toro, 100 BCTAHOBUTH, HACKIJIBKY TECT Bi,HHOBiLIae 3MICTOBI¥ BaJIITHOCTI HE00-
XiJIHO IIepeBIpUTH YU BijoOpaskae BIH HaBYAIbHUH IUIAH, HAJaHUH ypsa/IoM | HABYAIBHEM 3aKJIaI0M. Y IaCHUKH
TeCTyBaHHS IIOBUHHI BUBYATH OJWH 1 TOH ’Ke Cepe/iHIl PIBeHb BOJIOJIHHS aHTJINCHKOI0 MOBOK 38 HABYAJIBHUM
masoM. Tarok oTpiOHO BCTAHOBUTH, YU BKJIIOYAE TECT PEIIPE3EHTATUBHUM MAaTeplay, KUl Mae OXOILIIOBATH
BeCh KOMILIEKC BUBYEHUX OMUHUIID. Ile o3Hauae, 1110 CTYIeHTH, K1 IIPOXOIATh TECTYBAHHS, MAOTh OyTH 03HA-
MOMJIEH] 3 TPaMaTHUKOIO, JIEKCUKOI a00 QOHEeTHYHUM MaTepiasioM, SKUU IIPeICTaBIeHUN y TecTl. Takum 4uHoM,
MarepiaJi, SKUM BUKJIAIABCA B KJIACl, Ma€e BIAIOBLIATH MaTeplally, SKU IepeBIpSeThC.

Karogosi cmosa: 3amicToBa Ta KOHCTPYKTHUBHA BAJIIHICTD, IHAEKC CKJIATHOCTI, YCHINIHICTD, 0al BUIIAIKOBOCTI,
mepembadyBaHa Bara Ta CTaHJapTHE BiIXUJICHHSI.

roblem statement. Validity is considered

to be of great importance in language
testing, and therefore, remains the central concept
to all designs and research activities in the field of
testing and assessment. Arguably, all researches in
language testing are in some senses about validity
and the process of validation. In this regard, it is
the intent of the present research to investigate
the wvalidity of the English language tests.
The research questions addressed concern finding
out whether the tests are valid in terms of content
and construct. The tests administered at this level
are ‘achievement tests’, designed to measure the
extent of learning in a prescribed content domain
in accordance with explicitly stated objectives of
a learning program [1, p. 67].

The problem of validity lies in difficulty of identifica-
tion how well and accurately a test measures students’
acquired abilities and knowledge up to its claims.

Recent research and publications. The prob-
lem of test validity was investigated by different
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Ukrainian and foreign scholars, mainly Bachman L.F.,
Canale M., Cronbach L.J., Moskal B.M., Leydens J.A.,
Palmer A.S., Swain M. and many others.

The purpose of the article is to describe basic
requirements for English testing composition and
state major criteria how to identify test validity.

The objective of the study is, therefore, to ex-
amine how far the course objectives are reflected
in the contents of the existing tests. Secondly, the
study makes an assessment of how well these tests
measure the abilities they are intended to meas-
ure. The findings reveal a great mismatch between
what the tests aim at testing and what they actual-
ly test. A wide gap is found between the curriculum
goals and the existing test format. The study also
finds that the Higher Secondary language tests are
largely unable to measure the constructs they are
based on. The key recommendations to increase the
content and construct validity of these tests include
developing test specifications and designing sylla-
bus in accordance with course objectives, using di-
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rect tests and authentic tasks, sampling widely and
unpredictably, arranging training programs for the
language teachers, etc. [5, p. 562].

Language tests set out to measure specific abil-
ities, for example, listening skills or knowledge of
vocabulary. We want variation in test scores to be
linked to variation in test taker ability, and for the
test to distribute candidates as far and as widely as
possible with the lowest ability candidate receiving
the lowest score and highest ability candidate re-
ceiving the highest score. However, factors which
are not linked to language ability can affect test
scores and are therefore sources of measurement
error. These factors might be linked to the test it-
self such as test methods, differences in the differ-
ent forms of the test or differences in rater behav-
iour. They may be linked to the test conditions, for
example, administrative procedures or time of day.
Or they may be linked to test taker characteristics
unrelated to language proficiency such as age, first
language and extent of subject matter knowledge.
While it is accepted that some measurement er-
ror 1s inevitable, test developers seek to minimize
measurement error in the design of tests so that
variations in scores match variation in candidate
ability as closely as possible [6, p. 244].

Test Validity is the extent of how well and accu-
rately a test measures students’ acquired abilities and
knowledge up to its claims. The Test Validity is the
main characteristic of the test which enables to meas-
ure students’ knowledge and which is related to the
accurate representation of the educational information
and the interpretation of test scores [3, p. 115].

Language tests require context. Reading and
listening comprehension tests require written and
spoken ‘texts’ for candidates to process and respond
to, and speaking tests need to present audio, textu-
al and/or visual prompts in order to elicit a speech
sample. There are two major types of the test valid-
ity: content and construct validity.

Content validity is a characteristic of the rep-
resentativeness of the test content. It means that
this type of validity depends on what the test con-
tains. A test has content validity built into it by
careful selection of which items to include.

Construct validity is a characteristic of the
accuracy of the test measurement and final results
based on the structural or construct criterion. It is
closely associated with the reliability and stability to
the fact of being affected by occasional formal factors
which can mitigate the test validity [2, p. 35].

To achieve the content validity the tested items
must:

1) adequately reflect the curriculum provided
by the government and the educational institution.
Test-takers must be taught the same average level
of English with the curriculum;

2) belong to the representative material that
should be covered comprehensively. It means
that examinees who are tested are acquainted
with grammar, vocabulary or phonetic material
which has been taught to the students at the les-
sons. Thus, the material that was taught in a class
matches the material that is tested,;

3) pertain to the active content, i.e. vocabulary
and grammar. Active material comprises rules and
words that learners understand and use in speak-
ing or writing, whereas passive content refers to
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rules and words that learners understand but are
not yet able to use. The use of tested active items
makes the test more valid.

To attain the construct validity:

1) the tested items must have clear, short and
unambiguous instructions to let students easily
understand the task and not waste much time re-
reading it;

2) the questions or task must be short, equal in
length and have no excessive information to dis-
tract students attention from the principle one;

3) tests must have more tasks with sufficient
quantity of open answers along with multiple
choice to decrease the reliability of the test because
of random guesses;

4) tasks with multiple choice must have alter-
natives mutually exclusive not to perplex the stu-
dents, if there several answers to choose it must be
clearly stated in the instruction [1, p. 67];

5) the test must be rather long to enhance its
reliability. The test with 20-35 tasks are consid-
ered being short, while the tests with more than
100 tasks tend to be pretty long and undesirable,
because the longer test is the more mistakes can be
done by students on account of psychological factor
(fatigue, weariness and loss of motivation). The op-
timum quantity of tasks in tests tends to be around
40-60 to make it more reliable [3, p. 102].

Test validity is deduced from the correlation be-
tween the testees’ results (successful performance
of the test or the test failure) and the outer criteria
of the test.

Validity is generally considered the most impor-
tant issue in educational testing because it concerns
the meaning placed on test results. Though many
textbooks present validity as a static construct,
various models of validity have evolved since the
first published recommendations for constructing
education tests [4, p. 192].

Test validity can itself be tested/validated using
tests of inter-rater reliability, intra-rater reliabil-
ity, repeatability(test-retest reliability), and other
traits, usually via multiple runs of the test whose
results are compared. Statistical analysis helps de-
termine whether the differences between the vari-
ous results either are large enough to be a problem
or are acceptably small.

The successful performance of a test shows how
many students have completed it successfully.
All tasks are differentiated according to the percent-
age of students’ successful passing or performance
of tasks. To count this percentage the amount of
students must be multiplied by 100 and divided by
the total amount of students [4, p. 3].

Thus, the range between 100%-60% of performed
tasks indicates the test being successfully passed;
the range from 59% to 0% denotes that the test
is very complicated with extremely sophisticated
tasks which were not passed successfully because
of different reasons. The tasks with marginal re-
sults should be deleted or insistently recommended
to be remediated (altered).

To check if the test is passed successfully the
test statistics elements can be investigated:

e the average grade of all the marks must be
within the range of 50-75%;

e the median (middle) grade — a middle point
between the highest and the lowest score.
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* standard deviation —between 12-18%; if the
percentage is less, the score are too bunched up,
that is almost all students are passed or failed the
test [3, p. 74].

Validity is arguably the most important criteria
for the quality of a test. A validity scale, in psy-
chological testing, is a scale used in an attempt to
measure reliability of responses, for example with
the goal of detecting defensiveness, malingering, or
careless or random responding. On a test with high
validity the items will be closely linked to the test's
intended focus.

For many certification and licensure tests this
means that the items will be highly related to
a specific job or occupation. If a test has poor valid-
ity then it does not measure the job-related content
and competencies it ought to. When this is the case,
there is no justification for using the test results for
their intended purpose. There are several ways to
estimate the validity of a test including content va-
lidity, concurrent validity, and predictive validity.
The face validity of a test is sometimes also men-
tioned [3, p. 121].

There are 5 principle criteria of the test:

1. Difficulty / Facility index of a test item
is the average score on the items, expressed as
a percentage. This percentage designates a group
of testees that chooses the correct response. It is
contingent on the type of knowledge being tested
by a particular item and the intellectual skill de-
manded. The item difficulty index ranges from 0 to
100; the higher the value, the easier the question.
The task is regarded being “easy” if the index is
85% or above; “moderate” (medium) if it is between
51 and 84%; and “hard” if it 1s 50% or below. The
level of simplicity of all tasks can easily be checked
in the tables with students’ results of each definite
test at Moodle Platform [4, p. 193].

2. Successfulness. The previous characteris-
tic is closely associated with the criterion of suc-
cess. The successful performance of the tasks
shows how many students answered the question
or task successfully. All tasks can be differentiated
according to the percentage of successful passing
or performance of tasks. Thus, the range between
100%-90% of performed tasks indicates items be-
ing very simple which were answered by almost all
students; 89%-66% — points out simple tasks; 65%-
35% — specifies the tasks of moderate simplicity;
34%-11% — denotes difficult questions; 10%-6% —
itemizes very complicated tasks; 5%-0% — singles
out extremely sophisticated tasks. The tasks with
marginal results should be deleted or insistently
recommended to be altered [2, p. 34].

Thus, to augment test validity the test must:

1. reflect the curriculum of the educational in-
stitution;

2. comprise the representative material taught
by students at the lessons;

3. be based on the active content, related to the
topics;

4. have mutually exclusive alternatives;

5. include options pertaining to the same topic of
approximately the same difficulty.

6. involve short, equal in length instructions
and the alternatives with no excessive information;

7. be of the sufficient amplitude (dimension)
with around 40-60 tasks;
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8. be presented with the gradual augmentation
of the difficulty level, from simple tasks to more so-
phisticated.

3. Random guess score shows the likelihood
(probability) of the correct answer to the question
by means of guess when students give the an-
swers randomly. This criterion is associated with
the reliability of the test. The lower percentage the
more reliable the test or task is. For instance, open
questions usually have lower index which means
that they are more reliable and less vulnerable to
random guesses, while tasks with the highest per-
centage of random guess scores designates that the
task is weak and unreliable because of the ability
to guess. Thus, tasks that use some form of multi-
ple choice and Yes/No questions tend to be of low
reliability with a high percentage of random guess
scores. These tasks mustn’t be numerous in the
test. The results from 100%-70% shows that the
tasks are answered [3, p. 132].

Thus, to augment test validity the test must:

1. be of different types with sufficient quantity
of open answers along with multiple choice tasks;

2. provide students with at least three or more
options in each multiple choice task.

4. The intended weight is a weight of a task
which is expressed in percentage from the whole
mark of the test. If all tasks are estimated in an
equal way (1/2 scores), the intended weight will be
the same for all of the tasks. In case if more difficult
tasks are marked by higher intended scores, then
different tasks will have different estimation (mea-
surement) — different intended weight. The less the
intended weight of the task is, the more simple it
is. It is usually compared to the effective weight of
the tasks, which designates the effectiveness of the
questions according to the facility index [6, p. 256].

Thus, to augment test validity the test must:

1. be valued for the performance of all the options;

2. be valued by the same number of scores.

5. Standard deviation is a measure of the dis-
persion of student scores on that item. That is, it indi-
cates how “spread out” the responses were. The item
standard deviation is most meaningful when compar-
ing items which have more than one correct alterna-
tive and when scale scoring is used. For this reason it
1s not typically used to evaluate classroom tests.

Reliability is one of the most important elements
of test quality. It has to do with the consistency, or
reproducibility, or an examinee's performance on the
test. For example, if you were to administer a test
with high reliability to an examinee on two occasions,
you would be very likely to reach the same conclusions
about the examinee's performance both times. A test
with poor reliability, on the other hand, might result
in very different scores for the examinee across the
two test administrations. If a test yields inconsistent
scores, it may be unethical to take any substantive ac-
tions on the basis of the test. There are several meth-
ods for computing test reliability including test-retest
reliability, parallel forms reliability, decision consis-
tency, internal consistency, and interrater reliability.
For many criterion-referenced tests decision consis-
tency is often an appropriate choice [4, p. 194].

Average inter-item correlation is a subtype
of internal consistency reliability. It is obtained by
taking all of the items on a test that probe the same
construct (e.g., reading comprehension), determin-
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ing the correlation coefficient for each pair of items,
and finally taking the average of all of these cor-
relation coefficients. This final step yields the aver-
age inter-item correlation [1, p. 72].

Thus, validity is the main characteristic of any
test which enables to measure students’ knowl-
edge and is related to the accurate representation
of the educational information and the interpreta-
tion of test scores. There are two major types of the
test validity: content and construct validity which
should be constantly verified. To check test validity
more efficiently it is necessary to make sure your
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